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Social media platforms are often blamed for exacerbating political polarization and worsening public dialogue.
Many claim that hyperpartisan users post pernicious content slanted toward their political views, inciting
contentious and toxic conversations. However, what factors are actually associated with increased online
toxicity and negative interactions? In this work, we explore the role that partisanship and affective polarization
play in contributing to toxicity both at the individual user level and at the topic level on Twitter/X. To
do this, we train and open-source a DeBERTa-based toxicity detector that outperforms the Google Jigsaw
Perspective API toxicity detector on the Civil Comments test dataset. After collecting 89.6 million tweets
from 43,151 US-based Twitter/X users, we then examine how several account-level characteristics—including
partisanship along the US left-right political spectrum—predict how often users post toxic content. Using a
Generalized Additive Model (GAM), we find that both the diversity of views and the toxicity of other accounts
with which users engage have a marked effect on users’ own toxicity. Specifically, toxicity is correlated with
users who engage with a wider array of political views. Performing topic analysis on the toxic content posted
by these accounts using the large language model MPNet and a version of the DP-Means clustering algorithm,
we find similar patterns across 5,288 topics, with users becoming more toxic as they engage with a broader
diversity of politically charged topics.
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1 Introduction

Content Warning: This paper studies online toxicity. When necessary for clarity, this paper
quotes user content that can be considered profane, politically inflammatory, and hateful.

Over the past decade, political polarization within the United States has increased substantially [14,
22, 43, 44, 46, 69]. Many people attribute the increase in division to social media, arguing that
social media creates toxic political echo chambers where users become more politically polarized
[138, 152]. Indeed, in several documented cases, political polarization and associated toxicity have
negatively impacted platforms, online communities, and users, sometimes leading to users leaving
platforms altogether [36]. While many studies have investigated the role that toxicity and political
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polarization have had on the health of online communities [49, 110, 130, 143-145], there has
been little work that investigates the role of toxicity, partisanship, and affective polarization (i.e.,
the tendency to be negative to those with different political views and positive to those with
similar political views) between individuals and at the topic level, the common means by which
conversations take place on Twitter/X across multiple Twitter threads and on similar platforms
like Bluesky and Threads [6, 45, 117, 151].

As argued in prior work, social media platforms tend to promote ideological congruence [54,
109, 131, 148] amongst their users and the content that they view, creating ideological echo cham-
bers [136]. However, recent research has evidenced that this political alignment may lead to reduced
toxicity on Facebook and Reddit [8, 54, 58, 108]. As found by An et al. [4], even within communities
meant to encourage cross-political discussion on Reddit, users tend only to comment and interact
with users of similar political beliefs as themselves. As argued in the social theories of Tajfel and
Turner [139] and in Le et al’s work [92], individuals categorize themselves and others into in-groups
and out-groups, leading to these behaviors. Further, as found elsewhere, these interactions across
political differences may indeed promote increased polarization and hostility [8, 106]. Most of this
research, however, has largely focused on individual threads within stable communities on Reddit
or pages on Facebook or across singular topics [39, 45, 156]. As argued by Prochaska et al. [113],
conversations on platforms like Twitter mobilize geographically and politically diverse commu-
nities, allowing for the study of how politically heterogeneous interactions and platform-wide
political discussions occur. This is of particular interest to the CSCW researchers given the current
incomplete understanding of the rise of political polarization in digitally mediated spaces and its
mirroring in the US as a whole [8, 113]. In this work, taking advantage of recent advancements
in large language models [134], we thus seek to understand how these dynamics play out on an
individual account level and across platform-wide political conversations. This enables us to study
the dynamics of affective polarization within larger platform-wide conversations and to further
understand how this polarization contributes to toxicity online. Concretely, to fully understand
the intertwined relationship between toxicity, partisanship, and polarization, at the user and topic
level in this work, we investigate:

(1) RQ1: What are the relationships between partisanship, political polarization, and the tendency
for politically engaged users to post toxic content?

(2) RQ2: How do the characteristics of users, including their partisanship, predict the toxicity of
topics on Twitter/X?

To answer these questions, we collect 89.6M tweets from 43.15K accounts throughout 2022.
From these tweets, we measure the number of toxic tweets and the average toxicity of posts per
user by designing and deploying our own DeBERTa-based [66] toxicity detection model. This
newly designed model outperforms Google Jigsaw Perspective API [78], the gold-standard out-of-
the-box classifier for identifying uncivil and toxic language (e.g., insults, sexual harassment, and
threats of violence [142]). Then, calculating each user’s approximate political orientation using
Correspondence Analysis [11] and performing fine-grained topic analysis using a large language
model, we subsequently determine the interconnection between toxicity and political polarization
at a user and topic level.

RQ1: User level Factors of Toxicity and the Role of Political Polarization. We first determine,
using a Generalized Additive Model (GAM), some of the most significant features that predict the
toxicity of content posted by individual Twitter accounts. We find that the most important feature
that predicts an individual account’s toxicity is the toxicity of the other accounts with which the
user interacts. Namely, as users interact with other users who regularly tweet in a toxic manner,
they themselves are more likely to tweet toxic content. We further find that while the position that
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a user falls on the political spectrum does not have much bearing on the toxicity of their messages,
the more that a given user interacts with users of different political orientations, the more likely
their posts are to be toxic.

RQ2: Toxicity and Political Polarization in Toxic Topics. Having observed that users who
interact with users of differing political views are more likely to be toxic, we examine this dynamic
at a topic level. After identifying 5.5M English-language toxic tweets, we perform topic analysis
using a fine-tuned version of the large language model MPNet and the DP-Means clustering
algorithm [60]. Examining these topic clusters, we find that, in aggregate, the political orientation
of users tweeting about a topic does not have a large effect on the topic’s overall toxicity; rather, we
find the political orientation of the users tweeting toxically about particular topics varies widely.
Examining factors that predict each topic cluster’s overall toxicity, we find, as largely expected, that
high-toxicity topics often involve high-toxicity users. We further find that as individuals participate
in a wider range of political topics, the toxicity of their tweets increases. Namely, we again identify
at the topic level (as on a user level), a strong tribal tendency/affective polarization, with accounts
acting negatively toward accounts of differing views.

Altogether, our work illustrates that, across a diverse set of users and topics, as engagement with
toxic content and with a wider range of political views increases, so does average toxicity. In addition
to open-sourcing a new toxicity classifier that achieves better accuracy than the Perspective API and
several state-of-the-art decoder large language models [47, 73, 141], on the Civil Comments dataset,
our work — one of the first to perform this analysis on a large-scale dataset of politically engaged
users and across multi-thread topics not directly chosen by specific hashtags — illustrates how
political polarization can negatively affect online communities and lead to increased divisiveness,
regardless of the topic. We hope that this work helps inform future research into the role of
polarization and toxic content in negatively affecting the health of online communities and intra-
platform user interactions.

2 Background & Related Work

In this section, we detail several key definitions utilized within our study, provide background on
Twitter, and finally present an overview of existing works that inform our study.

2.1 Terminology

We first provide some preliminary definitions of terms that form the basis of this work:

Online Toxicity and Incivility: We utilize the Perspective API’s definition of online toxicity and
incivility — “(explicit) rudeness, disrespect or unreasonableness of a comment that is likely to make one
leave the discussion” — given its extensive use in past studies of online toxicity [70, 88, 130, 155].
Political Partisanship: As in Barbera et al. [10] and other works [128, 129], we define US political
partisanship along a unidimensional axis ranging from left-leaning (i.e., liberal) to right-leaning
(i.e., conservative). While this limits our analysis, given the variety of political views within the
US, as found by Poole and Rosenthal, most of the variation in US political ideology is along a
unidimensional axis [112], and this assumption is fairly common in the literature.

Affective Polarization: Affective polarization is the tendency of individuals to distrust and be
negative towards those of different political beliefs while being positive towards people of similar
political views [34].

2.2 Twitter/X

Twitter/X is a microblogging website where users can post messages known as tweets — messages
with at most 280 characters. Tweets themselves, while often just text, can also include hyperlinks,
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videos, and other types of media [79]. Unless made private, tweets are publicly displayed on the
Twitter platform, allowing anyone to see or reply to the message [81]. As of late 2022 (the time of
this study), Twitter had approximately 238 million active daily users [30]. Many Twitter users get
their daily news from the Twitter platform [3, 15, 140]. Despite the ability of anyone to gain and
maintain a following on Twitter, several studies have found that political conversations are often
dominated and guided by legacy media elites and celebrities [29]. We note that Twitter changed its
name to X in mid-2023 [75], but for simplicity, we still refer to the platform as Twitter throughout
this work.

2.3 Political Partisanship and Polarization Online

Various works have explored the role that individual users’ political orientations play in interactions
online. People, on the Internet and in their everyday interactions, tend to associate with like-minded
individuals and Twitter is no exception [9, 11, 56, 71, 80, 115]. Several works have found that social
media exacerbates this human tendency by creating political echo-chambers [136], where users’
biases are reconfirmed and reinforced [5, 13, 25, 27]. Sunstein, Garrett et al., and Quattrociocchi et al.
all argue that the “individualized” experience offered by social media companies comes with the risk
of creating “information cocoons” and “echo chambers” that accelerate polarization [42, 116, 138].
Wojcieszak et al. [153], for example, determine that the majority of political discussions online are
between participants who share the same viewpoint. Indeed, while the vast majority of Twitter users
do not engage in political discussions, those who do are often highly politically polarized [152].

As found by Munson et al. [104], while some individuals seek views that are vastly different
than their own, many also largely seek only affirming beliefs. Rogowski et al. [125] show that high
ideological differences between individuals can lead to increased affective polarization; namely,
if individuals are exposed to others with widely different beliefs, they increase their tendency
to be negative toward those individuals and positive toward those who share their beliefs. Even
more so, several recent research papers have found that social media can increase this rate of
affective polarization [85, 137]. Cho et al. [24] find that exposure to social media content that
attacks political figures can increase affective polarization. Most similar to our work, Bail et al. [8]
show that exposure to different political beliefs online can increase polarization, particularly for
right-leaning individuals.

In addition to polarization being amplified by social media, other works have found that this
increased polarization can increase the spread of misinformation and toxic behavior [5]. Rains
et al. [118], for instance, find that high polarization is a major factor in engendering online incivility
and toxicity. Imhoff et al. [74], find that political polarization, on both sides of the political spectrum,
is associated with beliefs in conspiracy theories.

2.4 Online Toxicity

Online toxicity (e.g., doxing, cyberstalking, coordinated bullying, and political incivility) plagues
social media platforms [20, 28, 89, 107, 142, 154]. As outlined by Thomas et al. [142], online toxicity
is just one type of hate and harassment, which intersects with other negative online behaviors
like misinformation and extremism. Brubaker et al. [17] find that trolls and bullies online are often
motivated by a type of schadenfreude in spewing vitriol at other users. Similarly, Thomas et al. [142]
find that abusers are often also motivated by political ideology, disaffection, and control [142].
For example, Flores-Saviaga [38] studied how users in the r/The_Donald were motivated to troll
and abuse other Reddit users in support of then-Republican candidate Donald Trump in 2016. In
addition to harming the target, online toxicity often has many negative downstream effects. Kim
et al., Kwon et al., and Shen et al., find, for example, that online toxicity is a self-reinforcing behavior,
with negative conversations increasing observers’ tendency to also engage in incivility [82, 90, 132].
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Other works have found that marginalized groups often receive disproportionate amounts of
toxicity online [23, 121, 142]. Pew Research, for instance, found that Black adults reported higher
incidences of name-calling, while women were more likely to experience sexual harassment. While
toxicity can take many forms, in this work, we largely focus on toxic comments on Twitter.

2.5 Detecting Online Toxicity

Several works measure online toxicity using the Google Jigsaw Perspective API [78]. Saveski
et al. [130], for example, utilize the Perspective API and find that many of the idiosyncrasies of
particular Twitter conversations can lead to tweets with toxic language. Similarly, Habib et al. [55],
utilize Perspective to identify opportunities for proactive interventions on Reddit before large
escalations. Kumar et al. [89] finally determine how different types of users interact with Reddit
comments labeled by the Perspective API, finding that different social groups (e.g., women, racial
minorities), often have different experiences when encountering the same comments.

While the Perspective API has been utilized in a host of different recent studies [57, 76, 88,
89, 124, 130] likely because of its widespread adoption by large companies like Google, Disqus,
Reddit [78], several other works have sought to either improve on it utilizing newer large language
models or non-machine-learning approaches. Grondahle et al. [50] show that adversarial training
can make models robust to adversarial attacks like homoglyphs. Lees et al. [94] utilize a character-
based transformer to build a state-of-the-art multilingual toxicity classifier that incorporates a
learnable tokenizer, allowing it to be robust to domains different from its training data. Kumar et al.
test recent large language models like GPT-4, Llama3, and Google Gemini, finding that they can
account for ecosystems’ norms and values when performing moderation [88]. In contrast to these
machine-learning approaches, Jhaver et al. [77] illustrate the usefulness of the blocklists in better
user experiences online. Chandrasekharan et al. [19] propose a cross-community learning strategy
to build models to help moderators on Reddit detect new context content. Finally, Lai et al. [91]
propose human-Al collaboration in detecting and removing content.

2.6 Present Work

Several works have studied how political polarization and online toxicity interact in particular
political environments [8, 26, 144]. As argued by Ren et al. [122], these politically polarized toxic
interactions online can be explained through the lens of Social Identity Theory [139], where users
engaged in politically charged debates are likely to strengthen their identification with political
groups, enhancing affective polarization. Most similar to our work, De Francisci Morales et al. [31]
find that the interaction of individuals of different political orientations increased negative con-
versational outcomes. Similarly, for example, Chen et al. [22] utilize network analysis to find that
misleading and highly politically divisive online videos lead to increased online incivility. Con-
versely, Rajadesingan et al. [119] find that political discussions in non-overtly political subreddits
often lead to less toxic conversational outcomes.

In this work, however, rather than examining political polarization within a particular community
or across one individual topic, we instead seek to understand, across thousands of politically engaged
users across the political spectrum, the most prominent characteristics that predict increased toxicity.
Subsequently, our LLM-based approach, which identifies larger topic conversations across the
tweets of politically engaged Twitter/X users and multiple Twitter threads [6, 117, 151], then
analyzes what contributes to polarized and toxic topics across political Twitter. Unlike previous
approaches, which have largely relied on previously made hashtag lists or were limited to a set
of particular topics [25] when analyzing the spread of topics, our approach is largely agnostic to
these features, allowing us to analyze how various user and structural-level features contribute to
toxicity across the Twitter platform. This approach enables us to study in a generalizable fashion
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Fig. 1. Estimated Political Orientation of Political Leaders and All Users Using CA. We differentiate users’
political leanings based on who they follow on Twitter.

how partisanship, polarization, and different user characteristics contribute to negative and toxic
outcomes across tweets about particular subjects of varying political salience.

3 Methodology

In this section, we provide an overview of how we collected our dataset and the algorithms that we
utilize to understand the interactions among Twitter users and with different topics.

3.1 Estimating Partisanship

To approximate individual Twitter users’ partisanship, we rely on the Correspondence Analysis
(CA) proposed by Barbera et al. [11]. Correspondence analysis (CA), similar to principal component
analysis, is a technique for categorical data that extracts discriminating and representative features
from a given matrix [48]. As found by Barbera et al., individual users often reveal their political
preferences by whom they choose to follow on Twitter, and by analyzing these choices using CA,
we can approximate their place on the political-ideological spectrum. CA works as follows: Given an
n X m adjacency matrix that indicates whether user i (row) follows user j (column), CA determines
a discriminating latent space among these users based on their following behaviors. By carefully
choosing our initial set of “followed” users (columns of the matrix) as a set of key political figures
(e.g., congressional leaders), this latent space can be used to represent a dimension of “partisanship.”
Then, considering individuals’ place on the left/right US political spectrum as a point within this
latent space, we can estimate that point by projecting them onto the latent space based on who
they choose to follow.! The result is that if a given user follows many liberal-leaning/democratic or
a set of accounts that liberal-leaning accounts tend to follow, then we consider that account to be
liberal [11, 102]. We note that with the CA technique, by later extending the set of key followed
accounts, this approach can be used to approximate the partisanship of users who do not necessarily
follow one of the initial set of key political figures (e.g., congressional leaders).

We note that for our initial set of key politically predictive “followed” accounts, we utilize the
Twitter accounts of the US House of Representatives and US Senate members from the 117th
Congress (2021-2023). In addition to these accounts, we further add another 352 political accounts
that were formerly identified by Barbera et al. (e.g., @JoeBiden, @VP).2 Using these accounts,
and following the approach as specified by Barbera et al., we subsequently identified a politically
ideological subspace and projected our final list of 43,151 different accounts to this subspace.
See Appendix A for additional details. As seen in Figure 1, using this method, we manage to
obtain a discriminating latent space that allows us to differentiate the ideology of Republican and

1We utilize the Tweepy API to identify the set of users that each of our non-target political accounts follows.
Zhttps://github.com/pablobarbera/twitter_ideology
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Democratic political leaders as well as our set of 43,151 accounts. In this setup, the more positive a
user’s ideology, the more right-leaning and the more negative, the more left-leaning.

3.2 Collecting Tweets

Our dataset initially consisted of 187.6M tweets from 55.4K users who followed our set of key
political figures. We collected this data utilizing the Twitter API throughout 2022. We note that
following the acquisition of Twitter by Elon Musk, access to the API became restricted, limiting
our analysis to this time period [133]. To identify US-based users, we utilize the capability of the
Nominatim Python tool to geocode all users’ locations based on their Twitter-provided location
string and OpenStreetMap.? Upon identifying these users, given that our work is primarily focused
on the US political system, we removed any user who listed their location on their Twitter profile
as outside of the United States. Altogether, we removed 12,264 users, leaving us 43,151 users.
Upon identifying our user subset, we subsequently utilize whatlanggo* Go library to remove any
non-English tweets from our set of users, leaving us 89,599,787 tweets. While we acknowledge
several of our users’ tweets might have been deleted or taken down by Twitter administrators
before we scraped them, this dataset, consisting of over 89.6 million tweets, with an average of
2,076.4 (median 614.0) tweets per individual, is largely comprehensive of each user’s tweeting
behavior on the platform.

3.3 Determining the Toxicity of Tweets

We design and open-source® a contrastive learning DeBERTa-based [66] model to determine the
toxicity of tweets, later benchmarking our approach on two public datasets. We further benchmark
our approach against the Perspective Toxicity API [78], one of the gold standards of toxicity
detection [57, 78, 87-89, 120, 142], and several other large language models. We note that for this
work, we utilize encoder-based large language models to determine the toxicity of different tweets
given the growing literature that has found that these types of models (e.g., BERT, DeBERTa) perform
better at text classification tasks (particularly within binary settings) and currently generalize better
than decoder-based large language models like GPT-40 or LLaMa [59, 83, 97, 98, 114]. We note that
throughout our work, we reproduce several results using the Perspective Toxicity classifier and
present them in the appendix (largely obtaining similar results).

To train our new model, we rely on the Civil Comments dataset® that was also utilized to train
and validate the Perspective APL. Each comment in the dataset, depending on the percentage
of 10 human raters that graded the comment as “toxic” (toxic having the definition provided in
Section 2.1), is assigned a score between 0 and 1. We utilize the Civil Comments dataset given
that it was specifically curated and released as part of an effort to minimize unintended bias in
toxicity detection across different identity groups [35]. In addition to utilizing the training dataset
of 1.8M comments, we further take two main approaches: (1) data augmentation through realistic
adversarial perturbations of the original Civil Comments dataset [93], and (2) the inclusion of a
contrastive learning embedding layer to help better differentiate toxic and non-toxic texts.

Specifically, for our realistic perturbations, we take advantage of the ANTHRO dataset [93]. The
ANTHRO dataset consists of common online perturbations of words (e.g., Republican — republiican,
Reeepublican, Republicaan) extracted from online texts (e.g., Twitter). For each comment with a
toxicity score greater than zero in the Civil Comments training set (536,605 comments), we extract
a set of random perturbations of each noun and adjective within the comment, perturbing the

Shttps://www.openstreetmap.org

4https://github.com/abadojack/whatlanggo

The weights for our model can be downloaded at https://www.github.com/hanshanley/twits
Shttps://www.kaggle.com/competitions/jigsaw-unintended- bias-in-toxicity-classification/data
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Fig. 2. t-SNE of Civil Comments
Validation Dataset — As we train
the DeBERTa-based contrastive em-
bedding layer of our model on our aug-
mented Civil Comments training set,
our model can differentiate non-toxic
(i.e., toxicity t; < 0.5) and toxic (i.e.,
toxicity t; > 0.5) comments. However,
comments that are of ambiguous toxi-
city are more difficult to differentiate.

® Non-Toxic
~08 Toxic

overall comment nine times with different combinations of the perturbed nouns and adjectives. This
enables us to extend the set of non-zero toxicity-labeled comments to a total of 5,366,050 comments
(a total of 6,634,319 toxic and non-toxic comments in the full augmented dataset). We note that in
addition to allowing our model to have more training instances of toxic texts, this approach further
enables our model to have training instances of real “in-the-wild” perturbations and misspellings
of words that are often found on social media (e.g., Twitter) and online.

For our contrastive learning objective, we train an embedding layer in a DeBERTa-based model
using a supervised contrastive learning objective. This is such that while training our model, we
pre-train a contrastive layer to differentiate toxic and non-toxic texts. We later freeze this layer,
subsequently adding a prediction head with ReLU activation and another contextual embedding,
and later training our full model to predict the toxicity of individual tweets. As shown in the
2-dimensional reduction via t-SNE [147] in Figure 2, after training this embedding layer, this layer
by itself can mostly differentiate between toxic and non-toxic texts. For additional training details
of our full model and our contrastive approach, see Appendix C.

Benchmarking our Toxicity Classifier. Upon training our toxicity model, we compare its
performance against a vanilla fine-tuned DeBERTa model with a classification head (a two-layer
MLP with ReLU activation), the widely utilized DeToxify/HateBERT [18] library’, GPT-40 (April 11,
2025 version) [73] through the OpenAI API, the open-sourced models LLaMa 3.1 [47] and Gemma
2 [141], and the Perspective Toxicity API[78]. For the decoder-based models, we utilize the following
prompt: You are a helpful assistant who helps detect toxic online comments. Context: Toxic content is
content that contains (explicit) rudeness, disrespect, or unreasonableness of a comment that is likely to
make one leave the discussion. Post: “{row[11}” Does this post contain toxic content? First, answer
“Yes” or “No”. Second, rate the toxicity level out of 100. We note that while we benchmark against
the GPT-40 model, given the size of our dataset (89.6M comments), for our purposes, utilizing this
model for downstream classification remains impractical due to time and cost considerations.

To benchmark our toxicity model, we utilize the validation and test dataset of the Civil Comments
dataset provided by Google Jigsaw [78] as well as a separate toxicity dataset provided by Kumar
et al. [89]. Kumar et al.’s datasets consist of 107,620 social media comments (including from Twitter)
where each comment was labeled by 5 human annotators as toxic or not (as opposed to the 10
annotators in the Civil Comments dataset). For our F; score calculations, as in Kumar et al. [89]
and in the Civil Comments dataset, we consider a comment to be toxic if its toxicity t; > 0.5. Again,
we utilize this threshold for classifying a comment as toxic, given that this score (as described in

"https://github.com/unitaryai/detoxify
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CC Validation CC Test Kumar et al.
Model MAE Corr. Macro-F; MAE Corr. Macro-F; MAE Corr. Macro-F;
DeBERTa 0.0650 0.800 0.841 0.0654 0.797 0.842 0.241 0.383 0.539
DeBERTa-contrastive 0.0601 0.820 0.851 0.0609 0.818 0.852 0.251 0.415 0.540
DeToxify-original 0.0775 0.588 0.743 0.0963 0.777 0.842 0.297 0.394 0.302
DeToxify-unbiased 0.0713 0.732 0.834 0.0654 0.687 0.812 0.284 0.366 0.432
GPT-40 0.240 0.361 0.611 0.235 0.331 0.579 0.207 0.617 0.591
LLaMa 3.1 8B (instruction-fine-tuned) 0.326 0.314 0.419 0.327 0.266 0.387 0.278 0.561 0.384
Gemma 2 7B (instruction-fine-tuned) 0.547 0.195 0.114 0.555 0.164 0.0928 0.149 0.617 0.499
Perspective API 0.0961 0.778 0.845 0.0963 0.777 0.842 0.332 0.417 0.410

Table 1. Mean absolute error, Pearson correlation, and F; score of the Perspective APl and our DeBERTa
models on the Civil Comments Validation and Test dataset. We bold the best scores in each respective column.

the Civil Comments task) indicates that a majority of the Civil Comments annotators would have
assigned a “toxic” attribute to this comment.

As seen in Table 1, our contrastive DeBERTa model achieves the lowest mean absolute error
(MAE) as well as the highest Pearson correlation and F; scores across the Civil Comments validation
and test datasets. While our model slightly underperforms GPT-40 on the Kumar et al. dataset, it
outperforms all of the other decoder-based models on this dataset and outperforms GPT-40 by
a wide margin on the Civil Comments validation and test dataset. As such, for the rest of this
work, when determining the toxicity of tweets, we utilize our contrastive DeBERTa model. We note
that our model has a p = 0.870 Pearson correlation with the scores output by the Perspective API,
illustrating its use as an offline alternative with competitive performance to Perspective. Lastly, for
this work, as in other works [58, 120], when determining the overall toxicity of users or particular
groupings of tweets, we utilize the average of the toxicity scores of the tweets output by our model.

3.4 Topic Analysis with MPNet and DP-Means

To later understand how particular types of users interact with different topics composed of toxic
tweets, we perform topic analysis on these messages. As found by Grootendorst et al. [52, 60], by
embedding small messages like tweets into a shared embedding space and then clustering these
embeddings, fine-grained and highly specific topics can be extracted from datasets. To do this,
we utilize the large language model MPNet® fine-tuned on semantic search and a parallelizable
mini-batch version of the DP-Means algorithm.’

Fine-tuning MPNet for Topic Analysis. To compare two tweets’ semantic content for later
clustering, we rely on a version of the MPNet [134] large language model that was fine-tuned
on semantic search. MPNet maps sentences and paragraphs to a 768-dimensional space, compar-
ing different sentence and paragraph embeddings’ semantic content based on cosine similarities
(ranging from -1 [highly different] to +1 [highly similar]). We note that the version of MPNet that
we utilize was initially fine-tuned on similar social media data (e.g., Reddit comments, and Quora
Answers), allowing us to apply this model to our set of tweets. However, to further ensure that
our MPNet model is properly suited to our Twitter dataset, as in Hanley et al. [62], we further
fine-tune this model using an unsupervised contrastive learning objective (i.e., the SImCSE training
objective) to improve the quality of our embeddings [41] on our set of tweets. As training data for
this fine-tuning, we utilize 1 million tweets randomly sampled from our set of 89.6 million tweets.
See Appendix B for additional details. As a reference, we provide two example tweet pairs with
similarities at 0.74 and -0.03 in Figure 3. We note that for each tweet within our dataset, before
embedding the message, we first remove all URLs, “@”, “#”, emojis, photos, and other non-textual
elements from the message. In addition, for each user handle or text hashtag that utilizes camel

8https://huggingface.co/sentence-transformers/all-mpnet-base-v2
“https://github.com/BGU-CS-VIL/pdc-dp-means
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0.735 similarity -0.032 similarity

Tweet 1:If a supervisor was giving off those kinds of vibes to a worker in a
conventional workplace, an HR complaint would definitely be warranted.
Creepy AF

Tweet 2: The close relationship between politics and economics is neither
neutral nor coincidental. Large governments evolve through history in
order to protect large accumulations of property and wealth.”

Tweet 1: AZ voters; we need your vote for @Adrian_Fontes and the rest
of the Blue ticket. Please, for us, for our children. Please. Tweet 2: Please
vote for @Adrian_Fontes and save AZ

Fig. 3. Examples of Tweet pairs at different similarities (0.735 left and -0.032 right).

Text and Metadata Extraction
— — Q - Q JEN Q_[:§ S—» Toxicity: 0.532
02-24-22

Run DeBERTa Model on Tweet

Daily Twitter Stream

Twitter Stream Topic 1 ONew Topic
Topic 3 Topic 2
Update Cluster Keywords Toxicity > 0.5
utilizing Pointwise Mutual (@) <« O<— ihate..
Information 90)
~ Topic 4
Calculate Tweet
Update Cluster Centers or Create New Embeddings

Cluster based on semantic similarity to
Current Clusters

Fig. 4. Topic analysis of Toxic Tweets—We determine the toxicity, embed, and cluster toxic tweets to identify
the most polarized and toxic conversations on Twitter throughout 2022. We note that for this approach, we
limit our analysis to English tweets. We utilize the whatlanggo Go library to determine the language of
tweets.

case (i.e., camelCase) or snake case (i.e., snake_case), we unroll those strings to their constituent
elements.

DP-Means for Clustering Tweets. DP-Means [33] is a nonparametric extension of the K-means
clustering algorithm. When running DP-Means, when a given datapoint is a chosen parameter A
away from the closest cluster, a new cluster is formed, and that datapoint is assigned to it; otherwise,
that datapoint is assigned to its closest cluster. This characteristic of DP-Means enables us to specify
how similar individual items must be to one another to be part of the same cluster. Similarly, because
DP-Means is nonparametric in terms of the number of clusters formed, we do not need to know a
priori how many topics are present within our dataset. For additional details about DP-Means, see
Appendix E.
Topic Analysis Pipeline. Having outlined the constituent elements of our topic analysis algorithm,
we now go over the full topic analysis pipeline (Figure 4): Throughout 2022, as we gathered the
tweets of our set of 43,151 Twitter users, using our DeBERTa-contrastive model, we identify
potentially toxic tweets (i.e., toxicity t; > 0.50). Following the identification of these potentially toxic
tweets and separating out non-English tweets with whatlanggo, using MPNet, we subsequently
map these tweets to a shared embedding space. Finally, we continuously cluster these tweets to
identify topics amongst these toxic tweets using the DP-Means algorithm. To make these clusters
that represent topics amongst our set of tweets, human-understandable, we employ two different
approaches. First, we designate the tweets closest (i.e., with the largest cosine similarity) to the
center of the cluster as the “representative tweet” of the cluster [52]. Second, we determine the
most distinctive keywords of each cluster using pointwise mutual information [16] (detailed in
Appendix D). In this way, after clustering our set of tweets, we can later extract the semantic
meaning of the various clusters outputted.

As recommended by Hanley et al., we utilize a A of 0.60 for our clusters (precision near 0.989 for
MPNet [52, 61, 62]). Finally, we extract keywords from these clusters using the pointwise mutual
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information metric and determine the most representative tweets by determining the tweet with
the highest cosine similarity to the cluster center. Altogether, across the 5,509,042 English-language
toxic tweets from our set of 43,151 Twitter users, we identified 5,288 clusters with at least 50 toxic
tweets.

3.5 Generalized Additive Models

Throughout this work, we utilize Generalized Additive Models (GAM) [65] to determine the
relationships between our variables of interest (e.g., user partisanship, and user toxicity). For GAMs,
the relationship between the independent and dependent variables is not assumed to be linear but
is rather estimated as a smooth, regularized, nonparametric function. Namely, given a dependent
variable Y and a set of p independent variables X:

g(E(Y)) = a+s1(x1) + -+ +5p(xp), (1)

where ¢() is a linking function that connects the expected value of the dependent variable Y to the
values of functions s;() of independent variables in X. For example, when estimating probabilities,
the logit function is often utilized as with ordinary Generalized Linear Models [32]. The functions
si () represent smooth nonparametric functions of the variables in X that are fully determined by the
data in X rather than by a parametric function. For GAMs, these s;() are estimated simultaneously,
and the estimated value of g(E(Y)) is determined by adding up the values of the s;() functions.
Throughout this work, we utilize the Python pyGAM library to fit our regressions and utilize the
Generalized Cross-Validation Loss Criterion (GCV) [32] for estimating the s;() functions when
fitting. The Generalized Cross-Validation Loss Criterion takes an LOOCV (Leave-One-Out Cross-
Validation) approach to fitting smoothers on the data in X.

Utilizing GAMs versus other more traditional models allows us (1) to not assume linear relation-
ships between our dependent and independent variables, and (2) to have better interpretability
given that the partial contribution of a given variable x; to determining the value of the dependent
variable Y is a function only of its corresponding function s;().

3.6 Ethical Considerations

Within this work, we largely focus on identifying large-scale trends in how different Twitter users
interact with one another. While we do calculate toxicity and polarization levels for individual
users, we only display the names of verified public users or users with more than 500K followers,
redacting the names of all other accounts. We further note that besides these public accounts, we
do not publish other accounts’ usernames and we do not attempt to contact nor deanonymize them.
We further note that we do not analyze nor do we report on the precise behavior of individual
users; instead, we only report aggregate statistics and trends in our collected data.

We note that in the training of our toxicity classifier, we utilize the Civil Comments dataset
as training data, which was released in part of an effort to minimize unintended bias towards
the mentioning of particular identities; for example, when the Jigsaw and Google Al teams first
built toxicity classifiers, they found that the mention of the word “gay” by itself would lead to
higher toxicity scores. While using this dataset helps to minimize bias, we note that our model
is biased towards a consensus of toxicity that was advocated within this dataset. As found by
Kumar et al. [89], individual experience of toxicity can often be highly dependent on individual
users’ lived experience, and any model that attempts to classify toxicity based on one standard can
misrepresent these experiences. We acknowledge this flaw in our design but note that, given that
within this work we are seeking to understand general increased levels of affective polarization
among politically engaged users, personalized models largely would not work in this setting, and
thus we operationalize our study using our DeBERTa-based model. Finally, we note that our Twitter
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data was largely collected before Elon Musk’s private acquisition of Twitter on October 27, 2022,
and all of our data was collected before the later restrictions placed on the collection of tweets on
June 30, 2023.1°

4 RAQT: user level Factors in Toxicity on Twitter

Having provided background on our methodology and dataset, this section discusses several user
level factors that predict and correlate with toxicity on Twitter.

4.1 Setup

Here, we examine the role of several user level factors in contributing to or affecting the rate at which
individual users are toxic on Twitter. Specifically, we examine the following user characteristics in
predicting the toxicity of individual users on Twitter:

(1) The verified status of the account
(2) The number of years the account has been active on Twitter
(3) The log of the number of the account’s followers
(4) The log of the number of accounts the user follows
(5) The account’s partisanship as determined by our Correspondence Analysis
(6) The estimated average toxicity of all users the account mentioned/@ed on Twitter (i.e., accounts
that the user has interacted with)
(7) The estimated average partisanship of the accounts the user mentioned/@ed
(8) The standard deviation of the partisanship of the accounts that the user mentioned (i.e., the
range of political views with which the user interacts)
(9) The average value of the partisanship of all accounts the user mentioned/@ed
(10) The average difference in the partisanship of the account the given user mentioned/@ed and the
user’s partisanship

We fit these ten covariates against each of our accounts’ average toxicity scores. As in past studies,
we fit against the verified status, the age of the account, and the information about the activity of
the accounts (e.g., the number of followers and the number of users followed) to understand how
general account characteristics that the Twitter API returns correspond with user toxicity [21, 70].
As shown in prior work, the verification status, the number of years active, and levels of activity,
depending on the context, can have differing effects on the adversarial nature and toxicity of
Twitter accounts [21, 123]. Similarly, as shown in Saveski et al. [130] and Kraut et al. [84], many
individual-level characteristics are predictive of users’ toxicity as it predicts their level of familiarity
with a given platform and their tendency to break norms (e.g., post toxic content). Thus, as a
baseline, and to help ground our study and determine how these account characteristics correlate
with increased toxicity within the context of politically US-aligned account interactions, we include
them in our model. In addition to these basic account attributes, we include information about each
Twitter account’s partisanship on the US left-right political spectrum as well as information about
how that Twitter user interacts with other US politically aligned Twitter accounts [100]. These
variables’ inclusion allows us to answer our research question about whether and how affective
polarization and partisanship affect the toxicity of individual accounts [85].

To understand how these factors interact with and contribute to toxicity on Twitter, we fit
a Generalized Additive Model (GAM) on the average toxicity score of users (Table 2). When
fitting our model, we perform variable selection using forward selection based on the Akaike
Information Criterion [1], which ended up eliminating the number of followed accounts as well
as user partisanship as variables from our final model. Furthermore, to ensure that our model

Ohttps://help.twitter.com/en/rules-and-policies/twitter-limits
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Fig. 5. Partial dependencies with 95% Normal confidence intervals between our fitted standardized dependent
variables and user toxicity.

Train R%: 0.239 , Validation R%: 0.207 \

Dependent Variable ‘ Pearson Corr. p  Kendall’s 7 Permut Import.
Verified Status — -0.242 0.053
Years Active on Twitter -0.197 -0.147 0.027
Log # Followers -0.206 -0.122 0.205
Log # Followed -0.135 -0.090 —
Log # Tweets in 2022 0.147 0.200 0.045
Toxicity of Mentioned Users 0.318 0.362 0.374
Partisanship 0.054 0.061 -
o(Mentioned partisanship) 0.317 0.332 0.150
p(Mentioned partisanship) 0.110 0.099 0.067
p|User partisanship- Mentioned partisanship| 0.287 0.283 0.080

Table 2. Pearson correlation p, Kendall’s 7, and the permutation importance of dependent variables and
users’ toxicities. As seen in the above table, a user’s interaction with a politically wide variety of users and
interacting with other users with higher toxicity correlates with a given user’s toxicity.

generalizes, we further reserve 10% of our data as validation, and in our results report our model’s R?
value on this validation set. Finally, after fitting this regression, we further determine the estimated
importance of each variable to our final model by permuting the features and seeing the estimated
impact on the R? score on the validation set of our data (permutation importance is a widely
used statistic for determining the relative information of features to models [2]). We present the
partial dependence (with 95% Normal confidence intervals) on the user toxicity of each independent
variable in Figure 5 and present Pearson correlation, Kendall’s 7 (a more robust version of the
Spearman Correlation), and each independent variable’s permutation importance in Table 2. Our
final model achieved an R? value of 0.239 on our training data and a R? value of 0.207 on our
validation dataset, illustrating that our model does generalize to users outside of its training data.
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Finally, we note that to ensure the robustness of our approach, we separately perform the same
analysis utilizing the toxicity scores output by the Perspective API, obtaining similar results. We
present these results in Appendix F.

4.2 Baseline Account Characteristics

We first provide an overview of how several baseline account characteristics contribute to the
toxicity of each user. As seen in Table 2, we do indeed observe that each of the user characteristics
that we consider (to varying degrees) does indeed have an observed correlational effect on how
toxic users’ tweets tend to be. We consider each of these effects below.

Verified Status. As seen in Table 2 and Figure 5, as also found by Hua et al. [70], whether a user is
verified has a modest effect on how often they post toxic tweets, with verified users being less likely
to tweet harmful or toxic messages compared to non-verified users. Overall, we find that a user’s
verification status has a Kendall’s 7 of -0.242 with their users’ toxicities and has a permutation
importance of 0.053 in our final model. This suggests that when users become verified and their
account is associated with their offline life, users tend to be less toxic. We note that we collected
users’ verification status before the implementation of Twitter Blue (users could pay 8 USD to
become verified) in November 2022 [40].

Years Active on Twitter. As users stay on Twitter, as seen in Figure 5, we observe that they are
less likely to be toxic. As argued by Rajadesingan et al. [120] in their paper on Reddit, as social
media users stay longer on particular platforms and adjust to interacting with other users, they tend
to be less aggressive and toxic with other users. We see a similar result here, with older users being
less toxic than younger ones. Overall, we observe that the number of years that a user is active
on Twitter has a Pearson correlation of p = —0.197 with their average toxicity and a permutation
importance of 0.027. This accords with past research that has found that new users, who are not
used to the social mores and norms of a given online community, may more frequently violate
those norms and post toxic content [84].

Number of Followers. Like verified status, and as argued by Marwick et al. [101], extremely
popular users are less likely overall to be toxic than users with smaller followings. These users
often create friendly public personas to interact with their followers, rarely attacking other users
or posting toxic content. As seen in Figure 5, we see the same: more popular users that have
more followers are less likely to post toxic tweets (p = —0.206). This variable has a permutation
importance of 0.205, suggesting a high relative importance in determining the toxicity of accounts.

Number of Tweets. Many accounts in our Twitter dataset post several times a day, with the
median account posting 614.0 times throughout 2022, and one account posting 413,658 times. As
seen in Figure 5 with a permutation importance of 0.045 and a Pearson correlation of p = 0.147, we
observe that as Twitter users post more, generally their average toxicity increases. This finding
reinforces past work that suggests that accounts that post excessively and that spam Twitter are
more likely to be toxic [126].

4.3 Calculated Account Characteristics: Toxicity and Political Orientation

Here, we provide an overview of how the different political and toxicity measures that we calculated
contribute to individual user level toxicity.

Toxicity of Mentioned Users. We find that as users interact with or mention (@ing) other users
who post toxic content, they themselves are more likely to be toxic. As seen in Figure 5, the average
toxicity of accounts with which a user interacts has a nearly linear relationship with the user’s
own toxicity with very little variation. Indeed, we find this variable to be the most important in
determining a user’s toxicity, with it having a permutation importance of 0.374 and a Pearson

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 7, Article CSCW503. Publication date: November 2025.



Twits, Toxic Tweets, and Tribal Tendencies CSCW503:15

.
826 x +0.041

Z 0.317

S o.

%

e

2

<

™ .

b .

3 U

ST
o .

i .

Avg Mentioned Users' Toxicity

Fig. 6. The more toxic the account mentioned by a given user, on average, the more toxic the content posted
by that particular user. Within the mention graph (the darker the purple, the more toxic) of user interactions,
toxicity has an assortativity coefficient of 0.071, suggesting that, to some degree, users who post toxic content
have a slight tendency to mention and interact with other users who post toxic content.

Avg of User's Mention Partisanship

User Partisanship

Fig. 7. Within the mention graph of user interactions (red/right-leaning and blue/left-leaning), partisanship
has an assortativity coefficient of 0.266, suggesting that conservative users mention and interact more with
right-leaning users while liberal users interact more with and mention other left-leaning users. Similarly,
graphing the average of each user’s mention’s partisanship against their own partisanship, we find significant
assortativity (Pearson correlation p = 0.605)

correlation p = 0.318. The most important of our covariates in terms of explainability, this result
reinforces many prior findings about when and why particular users are toxic online [120, 130].
Creating a mention (@) graph among our 43,151 users and plotting users’ toxicity against the
toxicity of their mentioned accounts in Figure 6, we further find some degree of assortativity based
on toxicity (0.071), with more toxic users more likely to interact with each other than with non-toxic
users, supporting this result.

Partisanship of Mentioned Users. As the average partisanship of the accounts mentioned by
a user increases (the mentioned accounts become more right-wing), we find that the average
toxicity of an account increases (Figure 5) before decreasing again on the right side of the political
spectrum. We thus find that when users mention users on the political extreme, this does not indicate
increased toxicity; rather, we find in general that users who reference these users tend to tweet

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 7, Article CSCW503. Publication date: November 2025.



CSCW503:16 Hans W. A. Hanley and Zakir Durumeric

0.100
%’_0.075 Fig. 8. As the difference in the par-
EOOSO — tisanship of users and those that
2z they mention/@ increases, the prob-
v
% 0.025 ability of users tweeting toxically in-
" creases. 95% Normal confidence In-
0.000

0.0 05 1.0 15 2.0 25 3.0 3.5 4.0 45 tervals.
|User Partisanship -Mention Partisanship|

o
@

)
@

Fig. 9. As users mention a wider
range of users along the political
spectrum, they are more likely to
tweet toxic messages.

User Avg Toxicity
°
b

less toxic content on Twitter. This may be due to the tendency that the users who reference these
politically polarized/extreme users also tend to be near the political extremes themselves. Creating
a mention/@ graph among our 43,151 users, we find a moderate degree of assortativity (0.266),
thus finding that users, on the whole, tend to interact with other users of similar political views
(Figure 7) and that this tendency is not necessarily correlated with increased toxicity. Graphing the
average partisanship of each user’s mentions against their own partisanship (Figure 7), we further
observe a high assortativity (Pearson correlation of p = 0.605).

Instead, as was seen in (Figure 5), it is the difference in partisanship between a user and their
mentions that linearly determines the toxicity of users. The average difference in the partisanship
between a user and their mentioned accounts has a p = 0.287 Pearson correlation with the user’s
own toxicity and has a permutation importance of 0.080. Indeed, as seen in Figure 8, we observe
across our entire dataset that as the difference between a user’s partisanship and the partisanships
of the corresponding users that the user mentions/@ increases, the probability that they tweet
toxically also increases. This illustrates, as found elsewhere [58, 99], that as users interact with more
users different in partisanship than themselves, they are more likely to be toxic. As an example, a
left-wing user (-1.53) wrote the following tweet concerning the former Republican US president
Donald Trump:

This is so indescribably fucked up. Except I love Nancy Pelosi giving him the shiv.

Similarly, a different left-wing account (-1.504), regarding former Republican US president Donald
Trump’s son, wrote:
Fuck him. No, seriously, fuck him. If anyone’s a welfare queen it’s him...

In addition to finding that as users interact with more users different than themselves, from
Figure 5 and Table 2, we find that as users mention/@ a wider political diversity of users, the more
toxic their own tweets. With a Pearson correlation of p = 0.317 and a permutation importance of
0.15, we see that this feature is relatively important in our fit model, with it heavily contributing to
the prediction of a user’s toxicity (Figure 9). This reinforces the finding of Mamakos et al. [99] who
also found that when users engage with both left-leaning and right-leaning accounts on Reddit,
they are more likely to engage in toxic behaviors on the platform.
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Fig. 10. The distribution of toxicity and partisanship within our set of clusters.

4.4 Summary

In this section, using a GAM, we explored the role that several user level characteristics play in the
rate of user toxicity on Twitter. We find, most importantly, that users who interact and mention
other users who regularly post toxic content are more likely to be toxic themselves. Similarly,
we find that the more a given user interacts with a politically diverse set of accounts, the more
likely that account is to tweet toxic content. We replicate these results with the Perspective API in
Appendix F, getting similar results.

5 Factors and Changes in Polarized and Toxic Topics on Twitter

Having investigated the role that various user characteristics play in user toxicity on Twitter, we
now explore how different characteristics affect different negative interactions and toxicity within
conversations on Twitter. Specifically, how does the toxicity of topics on Twitter change based
on the makeup of the users participating in these conversations? First, discussing and performing
some qualitative analysis on the most toxic and political ideological conversations on Twitter, we
then determine how the political views, the diversity of political views, and the overall toxicity of
the users participating in given conversations affected particular topics discussed in 2022.

5.1 Setup

In this section, we utilize a combination of MPNet and DP-Means as specified in Section 3.4 to
perform topic analysis on the English language tweets within our dataset. After running our
algorithm on the 5.5M toxic tweets from our set of 43.15K Twitter users, we identified 5,288 clusters
with at least 50 toxic tweets. Upon identifying these clusters, as outlined in Section 3.4, we further
extract the most characteristic (often offensive) words within each cluster as well as each cluster’s
most representative toxic tweet. Before further detailing some of the characteristics of each of
these toxic tweet clusters, we first give a brief overview of how we estimate the overall toxicity and
political bent of each particular topic after identifying its corresponding cluster of toxic tweets.
Estimating the Toxicity of Topics. To estimate the toxicity of particular topics, we determine
the average toxicity score of all tweets present within that given cluster. While we largely rely on
our average toxicity scores, in addition to this metric, we further determine the percentage of toxic
tweets within our entire English-language dataset that conform to that particular topic. Namely,
after identifying each toxic cluster center, for each of these toxic cluster centers, we further identify
the set of non-toxic tweets that also conform to the topic. We then calculate the percentage of toxic
tweets (i.e., toxicity > 0.5) per topic.
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# Toxic Avg. Example Avg.  Avg. Partisan Partisan
Topic Keywords # Tweets Tweets Toxicity Tweet Partisan.  of Toxic Users Std.
1 biden, joe, administra- 246,868 39,102 (15.84%) 0.1824 Joe Biden And every- 0.642 0.379 1.084
tion, president, senile thing is screwed up.
You suk
2 ukraine, russia, kyiv, 763,153 36,425 (4.77%) 0.070 So 1 guess you what -0.091 0.031 0.899
putin, independent Ukraine to stop fight-

ing back and let the
Russians kill them.
Ukraine Will Resist

Fuck Putin
3 lie, pathological, truth, 100,825 26,894 (26.67% ) 0.298 These leftist serial -0.055 0.081 1.030
habitual, liar liars always project

onto others the crimes
they are perpetrating.

4 party, democrat, re- 111,763 22,705 (20.32%) 0.232  That slate is FAR bet- 0.215 0.171 1.162
publican, dnc, destroy- ter than the gaggle of
ing corrupt Marxists the

racist lunatic demo-
crat party pushed
forward. Nobody is
gonna give you a nod
for badmouthing the
better team.
5 ballot, election, stolen, 295,356 22,399 (7.58%) 0.093  You already know that 0.199 0.121 1.131

voting, rigged the Maricopa County
Election will say "Fuck
Your Ballots" and ram
it through the certifica-
tions.

Table 3. Top toxic topics—by the number of toxic tweets—in our dataset.

To assign non-toxic tweets to our set of toxic tweet centers, we utilize the approach laid out

in prior work [60, 61] and subsequently assign each non-toxic tweet to the cluster center with
the highest semantic similarity to the tweet. As recommended by Hanley et al. [62], given our
fine-tuned version of MPNet, we again utilize a cluster threshold of 0.60 for assigning a given
non-toxic tweet to a given cluster. We plot the distribution of estimated topic toxicity in Figure 10a.
We utilize this approach, rather than clustering all 89.6 million English tweets, given the size of our
dataset, and because, for this work, we are largely only concerned with topics that have some level
of toxicity.
Estimating the Partisanship of Topics. To further examine the role of partisanship within
interactions within particular topic clusters, we further determine the overall political orientation
of each cluster. To do so, after assigning all remaining non-toxic tweets to our clusters as specified
above, we subsequently determine which set of users participated in/tweeted about that topic.
Calculating the average and standard deviation of the political orientations of all the Twitter users
(utilizing our previous calculations of user partisanship [Section 3.1]) that tweeted about that topic,
we thus estimate each topic’s political-ideological composition. We plot the distribution of the
partisanships of our set of clusters in Figure 10b.

5.2 The Most Toxic Topics of 2022

We start this section by providing an overview of the topics with the most toxic tweets in 2022
(Table 3). We further give an overview of the most toxic topics in Appendix G (most of these
topics are merely users calling each other different epithets). As seen in Table 3, many of the most
common toxic tweets concerned the most politically divisive issues of 2022 [103], namely, Joe
Biden’s administration (Topic 1; 247K tweets), Russia’s invasion of Ukraine (Topic 2; 763K tweets),
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and the abortion rights in the United States in the wake of the Dobbs v. Jackson decision which
overturned US federal abortion rights [135].

Examining the average partisanship of the user who tweeted about each of the top toxic topics,
we find distinct political differences. Markedly, we observe that those who tweeted in a toxic manner
about the Ukraine War tended to have a slight rightward tilt (+0.031 rightward tilt). Examining
these tweets, we find right-leaning users when tweeting about the war excoriated or derided the
Ukrainian government or military, which was picked up as toxic by our contrastive-DeBERTa
model. For example, one “toxic” tweet by a right-leaning user stated:

No more arms for a Ukraine refusing to negotiate! Ukraine doesn’t need more arms, Ukraine needs

more intelligence! And Zelensky is a dictatorial asshole!
In contrast, considering all users who tweeted about the war, we find that they tended to lean
leftward (-0.091 leftward tilt), with one left-leaning user tweeting:

Stand With Ukraine!

Looking at the users who tweeted about Joe Biden’s presidency (Topic 1), we again see a rightward
bias (+0.642) among users who tweeted about him or his administration generally and with users
who tweeted about him in a toxic manner (+0.379). For example, one user tweeted

Save the poor water bottle from that pedophile Joe Biden before he becomes a victim

We thus observe that those talking about the administration (both in a toxic and non-toxic manner)
were largely right-leaning (as largely expected given that the Biden administration is Democratic).

Besides these politically salient issues, we observe several topics where politically charged users
simply derided each other (Topic 4) or called the other political side liars (Topic 3). We further see in
Topic 5 heavy emphasis on the US presidential election being stolen in Arizona, heavily echoed by
Republicans on Twitter (+0.199 rightward tilt). As documented by Prochaska et al., a misinformation
story called Sharpiegate, where “Sharpies invalidated ballots in Maricopa County, Arizona” was
widely spread on Twitter, and we see evidence of it in our dataset with several political users
heatedly and toxically calling the Arizona election rigged [113].

5.3 Topic Dependent Changes in Partisanship and Toxicity

Having explored some of the most prominent toxic topics during our period of study, we now
explore how the toxicity of different Twitter topics changed over time as users of different political
orientations enter and leave. We find that regardless of whether a topic moderates (i.e., political
orientation moves closer to 0) or becomes more extreme (i.e., political orientation becomes more
left-leaning or more right-leaning), on average, this movement has little bearing on toxicity. Indeed,
correlating the change in the political orientation of a given topic between January and December
with the percentage change in the toxicity of that conversation, we calculate a Pearson correlation
of p = —0.0168, indicating little to no relationship. Similarly, we find that the variance of political
participation in particular topics over time is also only slightly correlated with the toxicity of a
given topic p = —0.098. This indicates that, unlike for users, a different dynamic may be influencing
the toxicity of particular topics across time.

Across our dataset, we find that regardless of whether the topic moderates or moves to the
extremes, in both cases, toxicity generally increases (55.8% of the time for topics that moderated
in partisanship, toxicity increases, and 71.4% of the time for topics that moved to the political
extreme, toxicity increases). Furthermore, we find that between January 2022 and December 2022,
in 34.8% of topics, as topics became more right-leaning, they also became more toxic; in 27.1%
cases, they became less toxic as they became more right-leaning. Conversely, in 21.2% of our topics,
they became more toxic as they became more left-leaning, and in 17.0% of topics, they became
less toxic as they became more left-leaning. However, examining each cluster, we do find that on a
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Fig. 12. Topics with the largest swing to right-leaning partisanship throughout 2022.

cluster-by-cluster basis, as the political composition of users involved in that topic changes, there

are corresponding cha

nges in toxicity.

Toxic Swings. To further qualitatively understand the nature of how toxicity and political ori-
entation change over time, we plot the toxicity and partisanship for the topics with the largest
increases in toxicity between January 2022 and December 2022. We observe that while for four
topics considered, (Figures 11a, 11b, 11d, and 11e) as the topic became more right-leaning, toxicity
similarly increased, for one of the topics (Figure 11c), we observe the opposite. Examining each, we
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observe noticeable trends where, depending on the political nature of the topic, a corresponding
swing in the political composition of the users in the left or the right direction is correlated with
an increase in toxicity. For instance, we find that for the topic surrounding the destruction of the
Russian warship on Snake Island by Ukrainians, the more right-wing the users became, the more
toxic the surrounding conversation. For example, one user wrote:

Surprising Russian Navy Losses Against Ukraine Century After Tsushima Ukraine is really FUCKING

Russian Navy Ship’s up during the Russian Invasion into Ukraine
In contrast, for Topic 3 (Figure 11c), we observe that as users became more left-leaning, the overall
toxicity of the topic increased. We observe that this is largely due to left-leaning users adopting
retorts to right-leaning users calling the Democratic former Speaker of the House, Nancy Pelosi, a
pedophile. For example, we observe one user stating:

Let’s not forget that the last republican speaker of Michigan house was a Pedophile who raped a 15

year old sister in law.
Left-Leaning and Right-Leaning Swings. Plotting the set of topics with the largest swings

in average political orientation, to both the right and left-leaning end, between January 2022 and
December 2022 (Figures 12 and 13), we again observe that changes in toxicity as a result of these
changes are largely dependent on the topic. For example, as the conversation surrounding Tom
Tillis (the senior Republican Senator for North Carolina) became more right-leaning, the toxicity of
that topic increased dramatically (Figure 12c). Despite Senator Tillis being a Republican, we observe
that this is largely due to right-leaning users largely labeling Senator Tillis a RINO (Republican in
name only), with one user posting:

You’ve always been a RINO NC must be ashamed of you
We find a similar behavior for Senator John Cornyn of Texas (Figure 12e), again with a user writing:

John Cornyn This Bill is trash. RINOs need to go. Cornyn votes with the Democrats almost as often

as his own party. Texas should be ashamed
We similarly find that as right-leaning users joined the conversation about US Senate Republican
Minority Leader Mitch McConnell being beholden to the Russian government [72], toxicity in-
creased(Figure 12a). We note that the attacks against Senators Mitch McConnell, John Cornyn,
and Tom Tillis were all largely for not being conservative enough. In contrast, for Republican
Ohio Governor Mike DeWine (Figure 13b), we observe that as more left-leaning users joined the
conversation surrounding him, the topic became more toxic, with one user writing

Gov Mike DeWine Thank you, Gov Mike DeWine, for making it easier for Ohioans to be killed by

gun violence. Fuck you.
Similarly, for Republican Florida Congressman Matt Gaetz (Figure 13d), we also observe that as
more liberal users joined the discussions surrounding him, the topic became more toxic. We find
that this was largely sparked by a tweet from Matt Gaetz stating:

Over-educated, under-loved millennials who sadly return from protests to a lonely microwave dinner

with their cats, and no bumble matches.
to which one user replied

Only stupid, insecure men worry about women being over-educated. Which one are you, matt gaetz?

We thus observe that the context of each of these topics, in particular, is decisive for determining how
different swings in political polarization will affect the overall toxicity of the topic. As for individual
users (See Section 4), partisanship itself does not necessarily predict a higher degree of toxicity
within conversations. Even the target/topic being a right-leaning or left-leaning entity/individual
does not decisively give whether a left or right-leaning shift in users will correspond to an increase
in toxicity.
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Fig. 13. Topics with the largest swing to left-leaning partisanship throughout 2022.

5.4 Topic User Composition and the Toxicity of Topics

Having qualitatively described the composition and changing dynamics of some of our set of topic
clusters, we now determine how the several user level features of individual topic clusters predict
the toxicity within the topic to better understand what may be influencing the toxicity of individual
topics.

We note, and as seen throughout this section, topics on Twitter vary widely, with individual
topics often varying widely in political composition over time. Across all topics considered in our
dataset, on average between January 2022 and December 2022, the political composition of the
users tweeting about each topic changed by 0.159 standard deviations (based on the latent space
that we previously determined [Section 3.1]). In 61.9% of cases, topics became more right-leaning,
and in 38.1% topics became more left-leaning; similarly, within this same period, 56.0% became
more toxic while 44.0% became less toxic. As a result, to quantify the effect that the composition of
users has on the toxicity of a given topic at a single point in time, for each topic and each month
combination, we gather the user compositions and the cluster characteristic data. We thus, in this
section, seek to determine the factors that predict the average toxicity score of a topic within a
single month time span.

As before, to determine the role of various topic level features in the overall toxicity of that
cluster, we fit a GAM on the average toxicity score each month within each of our clusters against:

Again, as in Section 4, when fitting our model, we perform variable selection using forward
selection based on the Akaike Information Criterion [1]. Furthermore, again, to ensure that our
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variables and cluster toxicity.

Train R*: 0.397, Validation R%: 0.389 |

Dependent Variable ‘ Pearson Corr. p Kendall’s 7 Permut Import.
Number of Users -0.292 -0.139 0.445
p(Years Active on Twitter) -0.191 -0.186 0.018
Percentage Verified 0.234 0.250 0.007
o(User partisanship) 0.098 0.003 0.021
p(User partisanship) 0.028 0.005 0.007
p(User Toxicity) 0.589 0.486 0.502

Table 4. Pearson correlation p, Kendall’s 7, and permutation importance of dependent variables and clusters’
toxicities.

model generalizes, we reserve 10% of our data as validation, and in our results report our model’s
R? value on this validation set. After fitting this regression, we further determine the estimated
importance of each variable to our final model by permuting the features and seeing the estimated
impact on the R? score of the validation set of our data. We do not consider other user account
characteristics due to their multicollinearity with user toxicity (as seen in Section 4, many user
characteristics are correlated with their individual toxicity). Finally, we again reproduce our results
with the Perspective Toxicity API in Appendix H, obtaining similar results.

As seen in Table 4, and Figure 14, unsurprisingly, the most important factor in determining the
toxicity of a given topic is the toxicity of the users contributing tweets to the cluster. This one
variable has a permutation importance of 0.50 and a correlation of 0.58 with the toxicity of a given
cluster. Simply put, unsurprisingly, topics whose corresponding users have higher average toxicity
are more likely to have toxic content. As in Section 4, we again observe that being further along the
political spectrum does not necessarily indicate increased toxicity and that a conversation being
dominated by right-leaning or left-leaning users has little bearing on its toxicity.
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We find, as seen in Figure 14, that the number of users involved in a given topic appears to have
a moderating and mitigating effect on the toxicity of that topic (p = —0.292). This also appears as
one of the most important features for determining the average toxicity with a permutation score
of 0.445. However, conversely, having more verified individuals participating in that topic does
increase toxicity. We thus find (from Section 4) that while verified users are less likely to tweet
toxic content, their presence and their tweeting about particular topics correlate with increased
toxicity in that topic. We further find that despite the average age of accounts participating in a
topic having a negative Pearson correlation with topical toxicity (p = —0.191), in our fitting model,
if the average age of the accounts participating in a conversation is very young or much older,
there is decreased toxicity compared to topics that engage accounts of all ages (Figure 14).

Examining political ideological contributions in Figure 14 to the toxicity of individual topics, we
find that topics dominated by all left-leaning or all right-leaning users are the least toxic compared
to topics in the middle of the ideological spectrum. Finally, examining the partial dependence of
the diversity of viewpoints that participate in a given topic at a given point in time, we find that
while initially the greater the political diversity of the topic cluster, the more toxic it becomes,
as the topic invites more and more users of different beliefs that the topic cluster decreases in
toxicity. While further research is needed, this result reinforces the work of Mamkos et al. [99] that
finds that for particular, typically non-political topics that engage users from all over the political
spectrum, these topics tend to be less toxic than others. We thus find from this analysis further
confirmation, on a topic level, that increased user toxicity and the diversity of views present in a
given conversation contribute to toxicity within particular topics. However, conversely, as topics
invite a wider range of individuals into a discussion, toxicity actually decreases.

Lastly, looking in the reverse direction, we determine how users’ toxicity changes when they are
involved in many different types of politically aligned topics. As also found by Mamkos et al. [99],
we find, as seen in Figure 15, as users are involved in a higher variance of topics of different
political orientations, their average toxicity increases (p = 0.19). This reinforces our results from
the last section as well as prior [58], which has shown that users who interact with a wider array of
politically diverse users tend to be more toxic. We now consider some of the implications of these
results.

6 Discussion

In this work, we determined the correlation of different aspects of partisanship and affective
polarization with toxicity at a user and topic level on Twitter. We find, most notably, that users
who are at the tail end of the political spectrum (very right-leaning or very left-leaning) are not
more likely to post toxic content; rather, we observe that users that engage with a wide variety of
different politically aligned accounts center have a higher likelihood of tweeting toxic messages.
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Further, as users interact with or mention other users from a wider range of political ideologies,
they are more likely to post toxic content. We similarly find that users who interact with other
users who more regularly post toxic content are more likely to post toxic content themselves.

Examining these phenomena from a topic level, we find that most heavily partisan topics are not
the most toxic. Rather, topics often have complex relationships with the partisanship of the users
who tweet about them. While some topics become more toxic as more right-leaning/left-leaning
users tweet about them, others become less toxic. However, as with individual users, we find that
as users from a wider range of political ideologies tweet about a given topic, the more toxic that
topic becomes. Here we discuss some of the limitations and implications of our results:

6.1 Limitations

In this work, we used a quantitative, large-scale approach to understand the interconnection
between political partisanship, polarization, and toxicity at a user and topic level. We outline the
limitations of our approach in this section.

Correlational Observational Study. Given our use of GAMs to estimate the effect of partisanship
and political diversity and our lack of ability to perform direct experiments, our findings are largely
correlational. While they do buttress and support a large literature of similar results [8, 9, 11, 29]
that have found causal results in some cases for increased polarization due to interaction with users
of different political beliefs, we acknowledge that our results are not causal. We further note that
due to new restrictions placed on the collection of Tweets [133], we cannot continue to measure
the toxicity of users and political topics, going forward.

Biased Dataset. Within this work, given our partisanship estimation methodology, we largely
measure the interaction between US-based users and do not extend our analysis to other countries;
as a result, our measurement of affective polarization in topic-wide conversations is largely limited
to a US context. Similarly, even though we take pains to ensure that our dataset includes a wide
range of politically active accounts (89.6M tweets across a year; all US congresspeople), we note
that we did not scrape all conversations on US-based Twitter and our dataset is biased to active
users that follow political or politically aligned Twitter accounts (i.e., if an account did not follow
any other users, we would be unable to estimate its partisanship). Finally, we note that our study,
while aligning with much past work about affective polarization on social media [8, 54, 58, 108],
only includes data from one year and thus likely has temporal artifacts (e.g., large amounts of
tweets about the Russo-Ukrainian War) that are specific to this period.

US-Based Political Study. This work largely focuses on US-based political polarization and
ideologies. As a result, while applicable to dynamics for Twitter accounts on the US-political
spectrum, our results do not necessarily apply to political conversations in different contexts.
Similarly, we largely look at political partisanship along a unidimensional axis given the two-party
system within the US. Again, as noted earlier, while this limits our analysis, given the variety of
political views within the US, as found by Poole and Rosenthal, most of the variation in US political
ideology is along a unidimensional axis [112] and has been utilized to much success throughout
the literature [10, 63, 149]. However, given access to Twitter or similar social media websites such
as Meta’s Threads, our study can perhaps be replicated in different cultural contexts.

Toxicity Measurement. As found early in our work in Section 3.3, different individuals and
datasets have different metrics for toxicity. While our use of Perspective API’s definition of toxicity
is standard throughout the literature [64, 89, 97, 120, 130], we do base our DeBERTa-based model
toxicity detection on this definition; we acknowledge that it may not take into account all perspec-
tives on what constitutes toxic online content. We point readers to our discussion of additional
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limitations of this approach as well as some of the ethical considerations of measuring user toxicity
in Section 3.6.

Twitter Acquisition By Elon Musk. Finally, we note that since the design and implementation of
this study, Twitter has been acquired by Elon Musk, and new API restrictions have been introduced,
preventing long-term analysis of changes in political toxicity within political conversations on
X. Given changes in the overall algorithm on Twitter as well as due to different users leaving
the platform [7, 67, 111] since our study, we note that some of our results regarding the overall
political composition of users may no longer hold. However, given that our study largely measures
individual users’ interactions and conversations around political topics rather than the ranking
of content within individual user feeds, we argue that since Twitter has not changed how users
interact on the platform, we argue that many of our results are still valid. We leave it to future
work to identify a means of acquiring current X data to study these dynamics.

6.2 Tribal Tendencies, Affective Polarization, Online Toxicity, and Online Echo
Chambers on Twitter

As found by others, heated political conversations often elicit toxicity as people of differing views
debate and discuss their differences [127]. We find that this discourse is related to increased
toxicity on Twitter. This aligns with the social theory of Tajfel and Turner and the argument
of Ren et al. [122] that find that people users engage in politically charged debates strengthen
their identification with political groups, enhancing affective polarization. Indeed, the political
diversity of those involved in a given Twitter conversation surrounding a given topic, at least in
the short form of tweets, is correlated with affective polarization and toxic content. Our study thus
adds nuance to previous studies of communities that have found that like-minded users gather,
create distinct communities participating in a shared culture [150] that reinforce each other’s
views, creating toxic echo-chambers [25, 51, 136]. While users naturally often congregate and
more heavily engage with users like themselves (assortativity coefficient of 0.266), showing that
some echo chambers may exist on Twitter, when users exit these chambers and engage with other
users of differing political views, we observe that this tends to create user conflict [53]. This result
reinforces De Francisci Morales et al.’s [31] finding that interactions among users on Reddit with
different political orientations have increased negative conversational outcomes, showing that it
occurs in platform-wide user interactions and discussions as well. Further, indeed across all users,
we find that as they increasingly interact with users of different partisanship, the frequency of
toxicity increases (Figure 8). While this feature of online conversation is not the dominant factor
in engendering toxic content, with other factors like a user’s previous behavior [95], the age of
their account, and the toxicity of other users also contributing to online toxicity, we note that this
apparent “tribal tendency” appears both on a user and topic level across Twitter and across multiple
Twitter threads illustrating the robustness of this finding [31, 99].

6.3 Hyperpartisan Users and Topics

In contrast to some prior work [105], we find that users and topics that are hyperpartisan (i.e., very
left-leaning users or very right-leaning users) are not necessarily more toxic than less ideological
users. Rather, we find these users tend to mostly associate and interact with other users who share
similar political views (p = 0.605) and, as a result, do not necessarily have higher toxicity levels.
As also found by Grénlund et al. [51], because hyperpartisan users and topics often do not attract
users of differing political views, we find that these users and topics tend to be less toxic than topics
and users that interact with a wider range of the political spectrum (i.e., topics and users nearer to
the political center). This result indicates that political echo chambers, where only left-leaning or
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right-leaning individuals interact among themselves, may be less conflict-oriented on Twitter. As a
result, we argue that if social media companies like Twitter wish to expose their users to a wider
range of political views without increasing conflict on their platforms, these users may be more
amenable to these opposing views if they come from others nearer to themselves on the political
spectrum.

6.4 Intra-Topic Partisanship over Time

In Section 5.3, we observed that the political orientation of users who discuss any particular topic
often changes over time. These changes, often coinciding with changes in toxicity, also illustrate
that the views expressed on Twitter about particular topics often change as different users enter
or leave conversations. We argue that future analysis of topics and their spread on Twitter must
take into account user level characteristics such as partisanship, given that these values often
reveal the nature of how users are addressing individual topics. For example, as seen in Section 5.3,
understanding that conversations surrounding “Moscow Mitch” had been taken up by increasingly
right-leaning users reveals the penetration of this insult into more conservative circles.

6.5 Toxic Birds of a Feather

In addition to finding that the range of political views encountered by a particular user is predictive
of toxicity, we further find that topics and users who interact with other toxic users are more
likely to be toxic themselves. This again buttresses prior work from Kim et al., Kwon et al., and
Shen et al. who all find that exposure to these negative conversations actually increases observers’
tendency to also engage in incivility [82, 90, 132]. While not a new finding [88], this illustrates that
reducing toxic content online may have other downstream benefits; by removing more instances
of toxic content, other users may be less likely to engage in toxicity themselves, further reducing
the amount of toxic content. Given the existence of particular toxicity norms within communities
Reddit [120], where toxicity is more rarely seen among users and toxic comments are looked down
upon, we argue that removing toxic content may have a compounding effect, greatly improving
the overall health of online discourse.

6.6 Implications and Recommendations for the Twitter/X Platform

Our work simultaneously finds that topics that engage with a wider set of politically aligned users
and users that engage in a wider array of different political discussions are more likely to tweet
toxic messages. Namely, exposure on the Twitter/X platform to differing views may essentially
be counterproductive to producing civil online discussions [8]. Furthermore, this suggests that
recent attempts to widen the range of political discussion on Twitter may have the additional
effect of increasing online toxicity [68]. As such, we argue that as Twitter continues to widen the
political conversation on its platform, to also maintain low levels of toxicity, additional moderation
steps or additional practices should be taken to slowly introduce users to other accounts with
different political beliefs from themselves, should be taken as well [104]. Practically, this could
involve down-weighting political content that has the polar opposite views of the users and slightly
up-ranking political content that is only somewhat dissimilar to the user. This accords with the
recommendations and findings of Mamakos et al. [99] who found that as Reddit users engage with
users different from them and in a wider variety of political contexts, they tend to be more toxic.
Given that Twitter users are not siphoned out into individual communities that they specifically
join and thus more easily engage with polarizing content and users with whom they disagree across
their topics of interest, we argue that building a means by which to engage in better conversations
across political differences can reduce toxicity and friction on the platform. For example, as also
argued by [105], including a wide and generalized view of particular topics could potentially reduce
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polarization. Indeed, as found in Section 5.4, while initially sparking more toxicity, as topics include
a wider and wider berth of political perspectives and as more users join a topic, the toxicity of that
particular topic decreases.

As shown elsewhere [64, 78, 87, 97], ML-based approaches can be utilized to help track toxic
behavior online, and we finally note that our open-source DeBERTa-based model, combined with
our approach of mapping user partisanship, can further assist in helping identify particularly
politically charged conversations online that have devolved. As shown throughout Section 5, by
examining changes in user political composition and toxicity over time, we can identify large
changes in toxicity surrounding particular topics as well as which set of users is driving this change.
We propose that by creating a dashboard to identify which topics are driving toxicity, platforms
can take action on particular platform-wide conversations that degrade the quality of interactions
between users. By understanding these dynamics in real time and knowing which topics are driving
toxicity, we argue that platforms can take steps to help mitigate the most divisive and politically
toxic conversations on their platforms. For example, by down-ranking particular divisive and toxic
conversations that are quickly being hijacked by particular users, platforms can help ameliorate the
spread of toxic posts [12]. Further, given that we utilize a relatively smaller DeBERTa-based and
open-sourced model that can be run locally on a commodity GPU (e.g., NVIDIA RTX A6000), we
note that it can be scaled to large datasets much more easily than other API or decoder-LLM-based
approaches.

6.7 Future Work

This work centered around understanding factors that contribute to the toxicity levels of individual
users and within particular topics on Twitter/X. However, we note that several of the techniques
employed within this work can be extended and utilized beyond our study.

Identifying the Role of Partisanship and Polarization on Different Platforms In this work,
while we focus on Twitter, we note that our approach can largely be utilized on different social
media platforms (e.g., Facebook, Reddit, Bluesky, Threads, etc...) to identify the role of partisanship
and political polarization. Unlike on Twitter, where a feed is curated for the user, Reddit user
interactions, for instance, are largely determined by the communities into which the user self-
selects. Previous work has shown that entire communities can engage in cross-partisan toxic
behavior [37]. Similarly, Bail et al. [8] find that simply following users and repeatedly seeing
disagreeable content can increase polarization. As such, we plan to explore the robustness of our
findings about “tribal tendencies” in different contexts and what best practices can be utilized to
ameliorate these tendencies.

7 Conclusion

In this work, we analyzed which factors predict toxicity at the user and the topic level on Twitter.
We propose, implement, and release a new open-source toxicity classifier, achieving better accuracy
than the Perspective API and many state-of-the-art decoder-based large language models on the
Civil Comments dataset. Then, analyzing 89.6M tweets posted by 43.15K users from across the
political spectrum, we find that a user or topic being heavily partisan does not necessarily imply
increased toxicity; rather, as users engage with and have conversations involving a wider range
of political orientations and with other toxic users that their own online toxicity increases. We
recommend that platforms, given these findings, take pains to ensure that users, while not put in
politically homogeneous echo chambers, be slowly introduced to other accounts with different
political orientations from themselves [104].
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A Correspondence Analysis for Approximating Political Ideology

After identifying our set of 882 politically discriminating accounts and identifying 6,107 random
accounts that followed this set of accounts, we performed the following for CA.

(1) Identify the Ideological Subspace: Using 6,107 accounts that followed 10 or more of our
882 discriminating political users, we derive an initial CA model and obtain a discriminating
latent space on which to plot user political ideology.

(2) Expand the number of discriminating political ideological accounts: Utilizing our
initial CA model we determine the set of Twitter accounts not included within our initial target
accounts that were most often followed by the most conservative and liberal accounts (within
the top 20% on either side of the political spectrum) in the first stage of our analysis. As in
Barbera et al. [11], we compute the popularity among users of a given ideological orientation
such that popj. = nj. — nj; for conservatives, where nj is the number of conservative users
included in the first stage that follow account j, and nj; is the equivalent measure for liberals.
We further filter these accounts to ensure that at least 3 different users follow these additional
discriminating accounts. After determining these users, we add the resulting 788 accounts
as additional "following" accounts to our original n X m matrix. These additional accounts
include those of Barack Obama (@BarackObama), MSNBC (@MSNBC), Florida governor
Ron DeSantis (@GovRonDeSantis), and the House GOP (@HouseGOP).
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(3) Expanding the number of follower accounts: For the rest of our users, we project them
into the discriminating latent space utilizing our CA model. This allows us to utilize the
information from our original discriminating political accounts as well as from the additional
discriminating political accounts from the second stage. We can further estimate the political
ideology of any account that follows at least one of 1670 highly politically discriminating
accounts. After projecting all of our users, we standardize the estimates into z-scores (i.e.,
a value of 0 represents the average partisanship and a value of 1 represents one standard
deviation above the mean, 2, two standard deviations above the mean, etc...).

B Unsupervised Contrastive Learning

We utilize the SImCSE training objective to further refine our MPNet model and ensure that it is prop-
erly suited for our dataset. This is such that we embed each tweet i x; = (tweet;) € Diipeers (Where
tweet; is the text) twice (with dropout both times) using MPNet by inputting [CLS]text;[SEP] and
outputting out the contextual hidden vectors h; and ﬁi for text; as its representations. Then, given
a batch of contextual hidden vectors {hi}fi% and {ﬁ j}?g’o (different dropout), where Nj, is the size
of the batch, for each batch in our training dataset of 1 million tweets, we perform a contrastive
learning step on that batch. This is such that for each batch 8, for an anchor hidden embedding
h; within the batch, the set of hidden contextual vectors h; Hj € B, the hidden contextual vectors
where i = j are positive pairs. Other pairs where i # j are considered negative pairs. Within each
batch B, the contrastive loss is computed across all positive pairs in the batch such that:

1
Leontrastive = _F Z lc(hl)
b h;eB

hlh;

e Lp=; TN
Z]GB [ ]]exp(rllhiHth”)

I°(h;) = log hlh;
. _q L—]”
2jes eXp(fnh,-Hllhill)

where, as in prior work [96], we utilize a temperature 7 = 0.07.

C Training our Open-Source Toxicity Classifier

DeBERTa-based Contrastive Embedding Layer. Besides utilizing our augmented dataset of
realistic adversarial perturbations, while training our model, we pre-train a contrastive layer to
differentiate toxic and non-toxic texts. We later freeze this layer while training our full model to
identify the toxicity of individual tweets.

To pre-train this layer for use in our model, we utilize contrastive learning to differentiate toxic
and non-toxic texts. As in the original Civil Comments task, while training this layer we consider
texts with labeled toxicity t; > 0.5 score in the Civil Comments dataset as toxic and those with
labeled toxicity t; < 0.5 as nontoxic. We utilize this threshold for classifying a comment as toxic,
given that this score (as described in the Civil Comments task) indicates that a majority of the Civil
Comments annotators would have assigned a “toxic” attribute to this comment. For training, this
is such that we embed each example x; = (text;, t;) € Dcivil,,, (Where text; is the text and ¢; is
whether the text is toxic or not) using a contextual word model by inputting [CLS]text;[SEP] and
outputting the hidden vector h; of the [CLS] token for each text; as its representation. Then, given
a set of hidden vectors {hi}ﬁi’a, where N} is the size of the batch, we perform a contrastive learning
step on that batch. This is such that for each Batch 8, for an anchor hidden embedding h; within
the batch, the set of hidden vectors h;, h; € B vectors where i # j, we consider them a positive
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pair if ¢;, t; are equivalent. Other pairs where t; # t; are considered negative pairs. Within each
batch B, the contrastive loss is computed across all positive pairs in the batch such that:

1
Lioxic = =7 ), (o)
h;eB

h7h;
ZjeB\i ]l[ti:tj]exp( Tllhi||||jhj||)

I°(h;) = log =
iy
2jesvi XP(FRTRT)
where, as in prior work [96], we utilize a temperature 7 = 0.07. Throughout training, we use a
batch size of 64 and a learning rate of 1 x 1073, training for three epochs. After training this layer,
we freeze it for use in the rest of our model. As seen in Figure 2, reducing the dimensionality of the
outputted hcopnstrqr on the Civil Comments validation dataset using t-SNE [147], our contrastive
embeddings are largely, though imperfectly, able to differentiate between non-toxic and toxic
comments.
Full DeBERTa Toxicity Detection Model. Taking our pretrained-DeBERTa contrastive em-
bedding layer and our augmented dataset Dciyt,,, . We finally train our full DeBERTa toxicity
detection model (Figure 16). This model first computes the scaled dot product of a DeBERTa hidden
representation of a text hrex; and the heontrasy output of our DeBERTa contrastive embedding layer.
The intuition behind this approach is to enable our model to determine the extent of the toxicity
features present within the original text.

_ § (i)
Tcontrast = aihtext’

softmax (Ahgg([ ' (M/cantrasthcantrast))

a;

where and 1 = 1/ VE,E = dimensionality of the embeddings, and Weonsras: is @ learned parameter
matrix. Finally, once reonsras: is calculated, we concatenate it using a residual connection with the
original hyey;. We then feed the resulting representation into a feed-forward network with ReLU
activation for determining the toxicity of the text as seen in Figure 16. We minimize mean squared
error while training, utilizing the Civil Comments validation dataset to perform early stopping
with a patience of 2. Throughout training, we use a batch size of 64 and a learning rate of 1 X 107>,
We completed all training on an NVIDIA A6000 GPU.

D Pointwise Mutual Information

The pointwise mutual information PMI of a particular word word; in a cluster C; is calculated as:
P(word;, Cj)

P(word;)P(C;)

where P is the probability of occurrence and a scaling parameter « is added to the counts of each

word. This scaling parameter a prevents single-count or one-off words in each cluster from having

the highest PMI values. Given the scale of our dataset and the number of clusters within our dataset,

we determine that a baseline count of 1 (@ =1) for each word in the full dictionary in each cluster
led to the best results [146].

PMI(word;, Cj) = log,

E DP-Means

DP-Means [86] is a nonparametric extension of the K-means algorithm that does not require the
specification of the number of clusters a priori. Within DP-Means, when a given datapoint is
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p;: Being toxic online is bad. You should

be nice to people.

[CLS] p; [SEP]

Contrastive

Contextual Fig. 16. Model to determine the tox-

Encoder Encoder icity of individual tweets— We uti-

lize contrastive learning, scaled-dot-

00O product attention, and the DeBERTa

Contrastive Embedding K—Conthual mbedding mode[ to train a mOdeI to pl’edict the
Scaled Dot Product Attention toxicity of tweets in our dataset.

!

FFN

Non-Toxic

a chosen parameter A away from the closest cluster, a new cluster is formed. Dinari et al. [33]
parallelize this algorithm by delaying cluster creation until the end of the assignment step. Namely,
instead of creating a new cluster each time a new datapoint is discovered, the algorithm determines
which datapoint is furthest from the current set of clusters and then creates a new cluster with
that datapoint. By delaying cluster creation, the DP-Means algorithm can be trivially parallelized.
Furthermore, by delaying cluster creation, this version of DP-Means avoids over-clustering the
data (i.e., only the most disparate data points create new clusters) [33].

F GAM Fit of User Level Features and Perspective Toxicity

Train R? 0.266, Validation R%: 0.270 \

Dependent Variable ‘ Pearson Corr. p  Kendall’s 7 Permut Import.
Verified Status — -0.233 0.031
Years Active on Twitter -0.220 -0.155 0.022
Log # Followers -0.229 -0.137 0.231
Log # Followed -0.197 -0.128 —
Log # Tweets in 2022 0.182 0.173 0.094
Toxicity of Mentioned Users 0.366 0.347 0.409
Partisanship 0.075 0.079 -
o(Mentioned Users Partisanship) 0.331 0.294 0.149
1|User Partisanship- Mentioned Partisanship| 0.272 0.241 0.015
p(Mentioned Partisanship) 0.139 0.114 0.048

Table 5. Pearson correlation p, Kendall’s 7, and permutation importance of dependent variables and users’
toxicities. As seen in the above table, a user’s interaction with a wide political variety of users and interacting
with other users with higher toxicity correlates with a given user’s own toxicity.

G Most Toxic Topics
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Fig. 17. Partial dependencies with 95% Normal confidence intervals between fitted standardized dependent

variables and user Perspective API toxicity.

# Toxic Avg. Example Avg.  Avg. Partisan Partisan
Topic | Keywords # Tweets Tweets Toxicity Tweet Partisan.  of Toxic Users Std.
1 fuck, shit..., shit, 52 52(100%) 0.923  That’s all folks. Fuck -0.169 -0.167 0.737
shittttt, extremely this shit.
2 idiot, blithering, 3121 3,123 (99.94%) 0.915 Not idiots. Deliber- 0.152 0.128 0.970
complete, total, he ate enablers of fas-
cism.
3 fuck, you, him, 340 336 (98.82%) 0.902 Fuck this and fuck -0.027 -0.117 0.836
though, that’s him.
4 piece, load, shit, ha- 756 775 (97.55%) 0.895 Tell me you are a 0.011 0.007 0.957
hahha, you piece of shit without
telling me.
5 volume, youtube, 435 438(99.32%) 0.880 Nothing stupid 0.119 0.104 0.942
chop, stupid, that about that!

Table 6. Top toxic topics—by average toxic value—in our dataset.

H Linear Fit of Topic Level Features against Perspective Toxicity

Train R? 0.454, Validation R*: 0.463 |

Dependent Variable

‘ Pearson Corr. p  Kendall’s 7 Permut Import.

Number of Users

p(Years Active on Twitter)
Percentage Verified
o(User Partisanship)
p(User Partisanship)
p(User Toxicity)

-0.268 -0.132
-0.233 -0.192
0.273 0.247
-0.097 -0.012
-0.014 0.011
0.637 0.502

0.520
0.010
0.014
0.036
0.013
0.398

Table 7. Pearson correlation p, Kendall’s 7, and permutation importance of dependent variables and clusters’

toxicities.
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Fig. 18. Partial dependencies with 95% Normal confidence intervals between fitted standardized dependent
variables and cluster Perspective API toxicity.
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